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Abstract

Global analyses of monthly sea surface temperature (SST) anomalies from 1856 to 1991 are
produced using three statistically based methods: optimal smoothing (OS), the Kalman �lter
(KF) and optimal interpolation (OI). Each of these is accompanied by estimates of the error
covariance of the analyzed �elds. The spatial covariance function these methods require is
estimated from the available data; the time-marching model is a �rst-order autoregressive model
again estimated from data. The data input for the analyses are monthly anomalies from the
United Kingdom Meteorological O�ce historical sea surface temperature data set (MOHSST5)
[Parker et al., 1994] of the Global Ocean Surface Temperature Atlas (GOSTA) [Bottomley et al.,
1990].

These analyses are compared with each other, with GOSTA, and with an analysis generated
by projection (P) onto a set of empirical orthogonal functions (as in Smith et al. [1996]). In
theory, the quality of the analyses should rank in the order OS, KF, OI, P, and GOSTA. It is
found that the �rst four give comparable results in the data-rich periods (1951-1991), but at
times when data is sparse the �rst three di�er signi�cantly from P and GOSTA. At these times
the latter two often have extreme and uctuating values, prima facie evidence of error. The
statistical schemes are also veri�ed against data not used in any of the analyses (proxy records
derived from corals and air temperature records from coastal and island stations). We also
present evidence that the analysis error estimates are indeed indicative of the quality of the
products. At most times the OS and KF products are close to the OI product, but at times of
especially poor coverage their use of information from other times is advantageous.

The methods appear to reconstruct the major features of the global SST �eld from very
sparse data. Comparison with other indications of the El Ni~no { Southern Oscillation cycle show
that the analyses provide usable information on interannual variability as far back as the 1860s.
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1. Introduction

The recent surge of interest in decadal to centennial
climate variability is prompted by the need to distin-
guish between natural and anthropogenic changes in
the past century and by immediate interest in decadal
cycles that impact societies, such as the Sahel drought
or the U.S. dust bowl. In our data-driven science the
study of longer periods quickly runs into the limita-
tions imposed by data availability. For most climate
variables, adequate global coverage is rarely avail-
able before 1950, providing only a few realizations of
decadal variability, too few to permit any �rm conclu-
sions. Thus we must �nd ways to extend these data
sets into the past. Some extant historical data has
not yet been incorporated into our standard data sets
[Parker et al., 1995], and proxy techniques such as
dendrochronology and geochemical analyses of corals
and ice cores provide a limited amount of \new" ob-
servations of the past; otherwise, there is no alterna-
tive but to extract as much information as possible
from the scanty instrumental record available to us.

Sea surface temperature (SST) is one of the more
important climate variables in the observational database.
The record we have is derived almost entirely from
observations taken on volunteer observing ships and
thus is concentrated in shipping lanes. Coverage is
especially poor before 1880 and during the two World
Wars of the twentieth century. In this paper we
present global analyses of SST from 1856 to 1991.
Our analysis methods are speci�cally designed to re-
cover large-scale features from sparse data. These,
we presume, are the more climatically important ones.
The methods sacri�ce detail which could be captured
at times of greater data coverage.

Kaplan et al. [1997] (hereafter referred to as K97)
reported on a number of procedures that were used
to produce analyses of Atlantic sea surface tempera-
ture (SST) �elds from 1856-1991. The focus of that
paper was methodology (the development, justi�ca-
tion, and veri�cation of analysis and error estimation
techniques). For that reason, attention was restricted
to the relatively data-rich Atlantic north of approxi-
mately 30oS. In this paper we extend the analysis to
the global SST �eld over the same period. Of previ-
ously reported work, our procedures are most similar
to the schemes of Smith et al. [1996] and Shriver and

O'Brien [1995], with di�erences that become impor-
tant only at times of sparse coverage. Our methods
di�er from successive correction methods [e.g., Pan
and Oort, 1990] and from the National Centers for En-

vironmental Prediction optimal interpolation (NCEP
OI) analysis of Reynolds and Smith [1994] in utilizing
nonlocal covariance information.

Section 2 summarizes our methodology, while sec-
tion 3 has a brief account of the data source. A de-
tailed description of methods and data are given by
K97. The examples of sections 4{7 are o�ered in
hopes of building the reader's con�dence in the prod-
ucts these methods produce, as well as a sense of their
limitations. The schemes generate theoretical error es-
timates as an important part of the product, but it is
necessary to establish that they are truly indicative
of the uncertainty of the analysis. (Formulas for the
theoretical error estimates are given by K97.) Most of-
ten we verify against the NCEP OI product [Reynolds
and Smith, 1994], which makes use of remote sens-
ing data and the Tropical Atmosphere/Ocean array
of the Tropical Ocean Global Atmosphere program
(TOGA TAO) and other moorings in addition to mer-
chant ship observations. This product is available
only for the satellite era. Though we take this anal-
ysis as a standard of comparison, we are mindful of
the fact that it is not free of error, especially during
periods when the satellite observations are contam-
inated by volcanic emissions (not to take anything
away from the NCEP OI bias correction of satellite
data which makes use of in situ measurements). Sec-
tion 4 presents some comparisons of di�erent methods
and products. Section 5 reports global-scale experi-
ments with data withheld, while section 6 compares
with independent data at points (corals, islands, and
coastal stations). Section 7 presents some standard in-
dices based on SST such as NINO3 (mean SST for the
eastern equatorial Paci�c 5oS{5oN, 150o{90oW). Sec-
tion 8 discusses the reasons for believing our product
to be superior to the presently available ones, together
with our understanding of its shortcomings.

2. Methods

We have observations T o
n (x

o
n) at times n = 1; � � � ; N

available at certain subsets (with elements xo
n
) of a

set of M space grid points x since not all M grid
points are observed at each time. We wish to con-
struct the best estimate of a gridded �eld Tn for all
times n = 1; � � � ; N . We construct a linear estimate by
solving a least squares minimization problem. In this
we follow Gauss and most of our colleagues in mete-
orology and oceanography, whether they employ op-
timal interpolation, Kalman �lters or smoothers, ad-
joint methods, four-dimensional variational assimila-
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tion, etc. [cf. Ghil and Malanotte-Rizzoli, 1991].

The four methods we consider may be viewed as
least squares estimation procedures that minimize dif-
ferent versions of the cost function

S[�1; �2; � � � ; �N ] =
NX

n=1

(Hn�n � T o
n )

TR�1n (Hn�n � T
o
n ) + (1)

N�1X

n=1

(�n+1 �An�n)
TQ�1

n
(�n+1 �An�n):

The unknowns �n ; n = 1; � � � ; N here are the vectors
of amplitudes (�1

n
; :::; �L

n
) at time n of a set of spatial

basis functions el; l = 1; � � � ; L such that

Tn =
LX

l=1

el�
l

n = E�n (2)

(the matrix E comprises el ; l = 1; � � � ; L as its
columns). We will take E to be de�ned by a set of
gridded empirical orthogonal functions (EOFs) and
expect L �M . Hn = HnE maps �n into the obser-
vations at time n (Hn does this in the physical space),

Tn = HnTn + "on = (3)

Hn�n + (Hn"
r
n + "on)

def
= Hn�n + �"on;

where �"on includes not only the \traditional" obser-
vational and sampling error "on, but also the inu-
ence of truncated modes "rn, i.e., those not included
in the L modes comprising E (the equation de�ning
new variables is marked \def" above its equal sign).
This \e�ective observational error" �"on is assumed un-
biased and white in time with expected covariance
Rn = h�"on�"

o T
n i = Rn+Hnh"rn"

r T
n iHT

n . Observational
and sampling error covariance Rn is estimated on
the basis of intrabox data variability and the number
of measurements per gridbox, while Hnh"

r

n
"r T
n
iHT

n

is computed from the truncated EOF modes. The
An; n = 1; � � � ; N � 1 are linear models relating suc-
cessive times,

�n+1 = An�n + "mn ; (4)

where the model error (system noise) "m
n
is unbiased

and white with expected covariance Qn. In this work
we follow K97 by �nding An = A (and the corre-
sponding Q) as a �rst-order autoregressive (AR(1))
model �tting data in EOF space. Our four methods
result from di�ering versions of (1); in all cases more
detail may be found in work by K97.

2.1. Optimal smoother (OS). Solving (1) as
is results in the OS solution; our solution procedure
is the �xed interval OS algorithm of Rauch{Tung{
Striebel [Rauch et al., 1965]. The OS solution is the
best estimate of Tn because it utilizes all available
information (observations at all space points and all
times and all the estimated error information, as well
as the model A). This solution minimizes the mis-
�t between the analysis and observations subject to
the constraint (4), the model equation. Thus it is a
four-dimensional variational method with the model
imposed as a weak constraint [Sasaki, 1970]. In this
it di�ers from the usual adjoint method, in which
the model is imposed as a strong constraint, e�ec-
tively treating it as if it were error free [cf. Ghil and
Malanotte-Rizzoli, 1991; Miller and Cane, 1996].

2.2. Kalman �lter (KF). In the KF the analysis
at time K � N is based only on the data at times
n � K; no information is used from times after K. It
is equivalent to solving (1) for each K with the N in
(1) replaced by K. It thus uses data at all times only
at the �nal timeK = N and so is formally suboptimal
at all other times. As with the OS procedure, the
analysis is best �t to the data subject to the time-
dependent relation (4).

2.3. Optimal interpolation (OI). In this proce-
dure, there is no connection between successive times;
An = 0 for all n, so Qn = C. Here C = ETCE
is the time-independent spatial covariance of � and
C = hT T T i is the covariance of the signal in the phys-
ical space. Hence (1) reduces to

SOIn [�n] =

(Hn�n � T o
n )

TR�1n (Hn�n � T o
n ) + �TnC

�1�n (5)

for n = 1; � � � ; N . The OI analysis at time n uses no
information from other times but does make optimal
use of all the observational data available at time n.
It �lls holes by using the covariance relations to other
points and weights observations according to the error
estimateRn. Even when an observation is available at
a point x the analysis takes note of its estimated error
and seeks to improve on it by using data at covarying
points.

2.4. Projection method (P). Only the �rst sum
in (5) is retained, so there is no further constraint in
time or space as in sections 2.1-2.3. One �nds the
amplitudes of the basis functions that give the best
projection on the data. This is essentially the pro-
cedure of Shriver and O'Brien [1995] and Smith et

al. [1996]. Data voids are �lled with the covariance
information carried by the EOFs that comprise the
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basis set. With ample data the error R will be much
smaller than C, the covariance of the variable itself, so
the OI solution will be controlled by the �rst term of
(5). In this case the P analysis will be close to the
OI analysis. If there are fewer than L data points,
then the EOF amplitudes will be undetermined and
the P method will fail. With somewhat more data
these amplitudes will be formally determined, and the
P scheme will produce an analysis, but one likely to
be strongly inuenced by observational errors.

In principle the quality of the analysis improves
as one moves up the list from P to OS; formal error
estimates are given by K97. However, the OI method
adds the need for the covariance estimates C, while the
OS and KF require Q and A. Each step up relies on
more information and will only improve the analysis
if this information is close enough to being correct.

The most important information is the stationary
spatial covariance of the �eld, C. It is the source of
the EOFs and the key ingredient in all the recipes for
�lling data voids. Our algorithm for estimating C is
arguably the most original feature of our analysis pro-
cedure. A complete account of it appears in section
3.2 of K97; a heuristic description will be given here.

We begin by calculating Craw, the covariance of the
observational data in the relatively data-rich period

1951-1991. Because of data gaps and observational
error, Craw will not be a true covariance, even of the
sample. We therefore smooth Craw in each spatial di-
rection. As explained in K97, this is done as if the
�lter had been applied to the spatial �eld at each time
and would be an exactly equivalent operation if the
data had no gaps. The result, Cf , preserves the large-
scale relations in the original covariance, which we
presume to be correctly estimated by the data sam-
ple, while eliminating the small-scale variations, which
we presume to be dominated by observational error.
The smoothing also removes some of the variance of
the original data. This is undesirable since we be-
lieve that the original observational sample is a good
estimate of the true variance once the error variance
is removed. That is, we estimate true variance as
V = diag [Craw � R], where R is the estimated ob-
servational error (discussed below). This formula for
V assumes that the errors are not correlated with the
signal. We now rectify the unfortunate e�ect of the
smoothing by inating the variance in Cf back up to
the values in V ; see K97 for a precise account. The re-
sulting covariance matrix Cv has the same correlation
structure as the smoothed matrix Cf but a better es-
timate of the variance; from it we calculate the EOFs

that are to be used as a basis set. There is one �-
nal step, taken to correct for the fact that smoothing
the covariance arti�cially reddens the variance (eigen-
value) spectrum of the EOFs. A percentage � of each
eigenvalue is taken away; then the variance removed
in this way is added back uniformly to each eigen-
value, whitening the spectrum somewhat. The per-
centage � is tuned as described by K97, the general
idea being that in the OI analysis the variance of the
�rst EOF, the most robust structure, will come close
to the estimated �rst eigenvalue.

In the absence of a physical model connecting SSTs
at successive times we also estimate the An from the
data; they are multivariateAR(1) models. In principle
they could be full matrices that vary monthly, but the
tests described by K97 led to the conclusion that the
best we could do with the limited data available is to
take An to be independent of time and diagonal in
form; An = A = diag[a1; � � � ; aL]; where

al =
N�1X

n=1

�ln+1�
l

n=

N�1X

n=1

�ln�
l

n: (6)

Here �ln are components of the solution obtained from
the OI analysis (which does not use the model A)
. Values al are lag-one correlations for EOF am-
plitudes; they are almost monotone decreasing from
a1 = 0:97 to a80 = 0:23. A can be characterized as a
damped persistence model in the EOF space because
every month it predicts EOF amplitudes of the pre-
vious month scaled down by the factors al. It follows
immediately from (4) that Qn = Q = C � ACAT ,
independent of time.

3. Data

The basis of all historical SST analyses are reports
frommerchant ships. All our analyses take the Global
Ocean Surface Temperature Atlas (GOSTA) monthly
averages of individual SST observations for 5o latitude
by 5o longitude bins [Bottomley et al., 1990] as the
observational data; we use version MOHSST5, which
incorporates the Comprehensive Ocean{Atmosphere
Data Set (COADS) compilation [Woodru� et al., 1987]
for the boxes where originally there were no GOSTA
data. It also corrects for systematic biases in the
SST measurements [Parker et al., 1994; Folland and

Parker, 1995], which is important because while our
methods reduce the inuence of random measurement
errors, they cannot correct for biases. In all four pro-
cedures the climatological monthly mean for the pe-
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riod 1951{1980 is subtracted out; the analysis product
is the anomaly about this mean.

We take the observational error to be spatially un-
correlated (Rn is diagonal; see K97 for discussion of
this assumption) but inhomogeneous, depending on
the local variance and on the number of observations
in each gridbox that month. The idea is that the error
is a combination of a measurement error and a sam-
pling error that arises from having too few measure-
ments to estimate precisely the mean over the month
and the 5o�5o area. As in K97, we make use of the
greater resolution of the COADS monthly mean data
to estimate the intrabox variance �. Then with Nobs

observations in box m for month n (these data are
part of the GOSTA products) the observational error
variance is

Rmm

n = �2(m)=Nobs(m;n): (7)

As a benchmark for our analyses in the period
1982{1991 we use the NCEP OI analysis of Reynolds
and Smith [1994]. It is produced weekly at 1o�1o grid
resolution; we average it to monthly 5o�5o means.
This analysis blends all available in situ and bias-
corrected satellite data to produce what should be
considered as the best estimate of recent SST �elds
available at present.

4. Comparisons of Methods and
Products

4.1. Comparison of di�erent methods. We
compare among the four analysis products (OS, KF,
OI, and P) and the GOSTA product. In principle
they should generally rank in the order OS, KF, OI,
P, and GOSTA. With very sparse data coverage, how-
ever, the projection product P can exaggerate errors
and be worse than the input data GOSTA because
the EOF amplitudes are ill determined. In view of
the limited skill of the time-dependence model A we
may anticipate that the OS and KF products will not
improve much on the OI except at times when data is
extremely scarce.

Figure 1 shows that overall the OI product is close
to the OS, and the KF is closer still, while the pro-
jection P is quite di�erent, especially in the Paci�c,
which is not as well sampled as the Atlantic or Indian
Ocean. Figure 2 shows that the di�erences are large at
the times when data is sparse, especially prior to 1880
and during the World Wars; the 1918 inuenza pan-
demic is evident. Di�erences are virtually nonexistent

in the well-sampled period after 1960. The root-mean-
square (rms) di�erence between OS and P (OI, KF)
is 1.14oC (0.21oC, 0.13oC) for the period 1856-1900;
it drops to 0.34oC (0.12oC, 0.08oC) for 1901-1950 and
is only 0.04oC (0.03oC, 0.02oC) for 1951-1991. Note
that P is occasionally further from OS than GOSTA
is (Figure 2). This occurs when there are too few data
to give a robust projection amplitude for the EOFs,
leaving them inordinately sensitive to observational
errors.

Hereafter we will generally show only the OS anal-
ysis. That OS is superior in fact as well as theory
was checked in the experiments with withheld data
described below; the comparison is with the NCEP
OI analysis. The globally averaged rms di�erences
among the three \optimal" schemes are rarely more
than a few hundredths of 1oC, whereas P can di�er
by as much as 1oC in years like 1918 or 1941, when
observations are especially scarce. The detailed com-
parison among these schemes and its theoretical inter-
pretation is presented in greater detail by K97.

4.2. Sensitivity to the number L of EOFs
retained. For simplicity we discuss only the OS pro-
cedure; results for the OI and KF are similar. The
discussion by K97 and that by Smith et al. [1996]
provide some justi�cation for choosing L =80 EOFs,
which retains 75% of the total estimated variance. But
since this choice must remain somewhat arbitrary, we
explore the consequences of di�erent values of L. Fig-
ure 3 maps the rms di�erence over the period 1856-
1991 between the L =80 solution and several other
choices. Little is gained over this period by increasing
the number of EOFs; reducing the number appreciably
has a noticeable e�ect. Figure 4 shows the time series
of the global rms di�erence from the L =80 solution.
In contrast to the di�erent analysis methods of Figure
2, data density has little relation to the average di�er-
ences, although there is some tendency for the di�er-
ences to vary more in periods of poor data coverage.
As in the maps of Figure 3, L =60 or L =120 are not
very di�erent from L =80. Figure 5 shows the rms
di�erences with the NCEP OI for L =40, 60, 80, and
120; L =15 (not shown) is clearly inadequate. There
is little to distinguish between 60, 80, and 120, even in
this period (1982-1991) when data is relatively plen-
tiful. The di�erence map for L =120 resembles the
pattern of estimated observational error (not shown)
and the pattern of di�erence between NCEP OI and
GOSTA (not shown), suggesting that this analysis is
\drawing" too close to the data.

Hereafter we use L =80 for our work on the grounds
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that little if anything is lost, and it is computationally
more convenient. It captures 75% of the global SST
variance, so obviously we are not even trying to re-
trieve much of the small-scale structure in the global
SST �eld. The sparse data coverage of all but the
recent three or four decades does not allow it. We
do expect to recover the structure of the larger scale,
lower frequency features of the global SST more likely
to impact or reect coherent climate variability. The
more sophisticated methods hold the promise of doing
so even in the face of substantial data gaps.

4.3. Comparison with other products. The
global average of the di�erences between the OS with
80 EOFs and NCEP OI (Figure 5c) is 0.3oC. Figure
6 puts this value in perspective by showing rms di�er-
ences for 1982-1991 between OS and GOSTA (Figure
6a), OS and Smith et al. [1996] (Figure 6b), OS and
NCEP OI (Figure 6c), and Smith et al. [1996] and
NCEP OI (Figure 6d). The mean rms di�erences on
Figures 6b, 6c, and 6d are all about 0.3oC (more pre-
cisely 0.31o, 0.32o, and 0.29oC). Thus the di�erence
between our OS and the NCEP OI is about the same
as the di�erence of the latter with the Smith et al.

[1996] analysis, despite the fact that our procedures
are independent of the NCEP OI while Smith et al.

[1996] use the NCEP OI product as the sample for the
covariance structure at the heart of their technique.
However, the mean rms di�erence between OS and
GOSTA (Figure 6a) is 0.41oC, so our OS analysis is
closer to the NCEP OI than it is to the GOSTA data
that provides its raw material.

We conclude that the limits of data coverage and of
\state-of-the-art" analysis techniques leave an uncer-
tainty in present day analyses of the order of 0.3oC.
Figure 6e is the OS error estimate (for the period 1982-
1991) at the scales of the analysis (i.e., smoothed to 80
EOFs) and so would give the data error in the analysis;
its global mean value for this period is about 0.1oC.
Figure 6f shows the estimated error due to smoothing
for our OS scheme, i.e., the estimated variance in the
truncated modes. The global mean is above 0.3oC.
All analysis procedures (ours, Smith et al. [1996],
and NCEP OI) do some smoothing (implicitly if not
explicitly), but no two smooth in exactly the same
way. The di�erent e�ective smoothings may account
for much of the di�erences, but it is di�cult to make a
quantitative estimate. A priori we expected the OS to
be closer to Smith et al. [1996] than to NCEP OI since
the smoothings of the �rst two are somewhat similar.
We expected di�erences between OS and NCEP OI
to be greater than those between Smith et al. [1996]

and NCEP OI because Smith et al.'s [1996] EOFs are
derived from the NCEP OI �elds. In fact, the di�er-
ences among these three products turned out to be
comparable. It seems likely that the di�erent covari-
ance estimates used by each are responsible for the
major part of the di�erences. A deeper understand-
ing of why this is so will require a cooperative e�ort
among the groups producing these products and is be-
yond the scope of this paper.

5. Veri�cation on Global Fields:
Experiments With Withheld Data

We repeated an experiment described by K97 (Fig-
ures 7 and 8 of K97) by withholding data in a large
region of the well-sampled North Atlantic (see Fig-
ure 7). Generally the schemes are able to �ll the
hole with fair accuracy, with the error decreasing as
the procedures become more sophisticated and com-
putationally demanding: for the P, OI, KF, and OS
schemes the maximum di�erences between the anal-
yses with and without the data are 0.193o, 0.165o,
0.162o, and 0.161oC, respectively. The greatest sur-
prise in these experiments is illustrated in Figure 7,
which compares the NCEP OI to the global analyses
of the present paper and the Atlantic analyses of K97.
With all data included, the global and Atlantic only
results are quite comparable, but when data is with-
held, the global analysis does a better job of �lling the
hole. It seems that data from other oceans add useful
information, even though the Atlantic is well observed
outside the withheld region.

We now turn to some withheld data experiments
directly relevant to the 136 year global analysis. In
these experiments we apply the data coverage mask
from a sparsely sampled month in the past to a well
sampled month in the recent period; below we refer
to each of these as a \simulated analysis." Such a re-
construction with few observations may be compared
to the analysis with the full set of ship observations
as well as to the NCEP OI product. The �rst of these
(Plate 1) uses the sparse data coverage of December
1868 for December 1991. The OS analysis begins in
January 1982 and runs 10 years through December
1991; it uses the corresponding data masks from 1859
to 1868. In order to account for the lesser number of
observations at the earlier time, the 1990s data is con-
taminated by Gaussian noise, white in time and space,
with variance equal to the di�erence between the esti-
mated observational error variances at the simulated
and actual times (compare (7)).
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The OS analysis for December 1868, shown in Plate
1b, indicates this to be an El Ni~no period. Note from
Plate 1a that apart from a few observations near the
South American coast (which support the El Ni~no pat-
tern for this month), there are no observations in the
equatorial Paci�c. The analysis procedure has recon-
structed the characteristic tropical Paci�c El Ni~no sig-
nature largely on the basis of the highly correlated and
relatively well observed Indian Ocean. The error anal-
ysis (Plate 1g) indicates that the reconstruction of the
eastern equatorial Paci�c is well above the error bars
and should be believed. However, the patterns in the
North Paci�c are generally weaker than the estimated
error. Other evidence that 1868-1869 was an El Ni~no
{ Southern Oscillation (ENSO) warm event includes
the de�cit in all-India rainfall in 1868 (Plate 6) and
the historical analysis of Quinn [1992].

Additional corroboration of the 1868 analysis comes
from applying the 1868 data mask to 1991. The re-
sult, shown in Plate 1c, may be compared with the
\full" OS analysis with all data shown in Plate 1d. In
view of the di�erence in data coverages the similar-
ity between the two analyses is surprising. Though
the two are not identical (e.g., the equatorial warm
anomaly extends farther west in the simulated analy-
sis, while the North Paci�c warm spots are stronger in
the west and weaker in the east), all the major features
of the full analysis appear in the simulated one. This
point is reinforced by the comparison of the two to the
NCEP OI analysis (Plates 1e and 1f); the di�erences
between each of our analyses and the NCEP OI are
far larger than the di�erences due to data coverage.
The largest di�erences are at high latitudes, especially
in the southern hemisphere at the limits of our data
coverage. Only a few regions of the Paci�c distinguish
between our two analyses. A way in which the two
di�er strongly is the estimated error (Plates 1g and
1h). While the analyses are close, the added data of
the recent period strongly increases one's con�dence
in the full analysis.

Plates 2 to 5 are similar in format to Plate 1; they
pair the years 1877 with 1986, 1918 with 1990, 1941
with 1982, and 1942 with 1988. The OS analysis uses
the corresponding data masks in each case; for exam-
ple, for the 1877/1986 pair the data masks for 1873
to 1882 are applied to data for 1982 to 1991. The
general conclusions suggested by the 1868/1991 case
of Plate 1 are supported by the following cases: the
major features of the full OS analysis are captured
surprisingly well in the data sparse simulations; con-
�dence is higher in the full analysis (as measured by

the expected errors), and the di�erences between the
two OS analyses are typically smaller than the dif-
ference of either with the NCEP OI analysis. In all
�ve cases the OI and KF are quite similar to the OS.
While the full projection (P) analyses are quite close
to the others in this data-rich period, the simulated
P analyses are drastically di�erent, with large regions
in error by several degrees Celsius; the global mean
rms di�erence with the NCEP OI for the simulated P
analyses corresponding to Plates 1e-5e are 2.0o, 1.0o,
1.2o, 1.0o, and 0.6oC, respectively.

We comment further on a few particular features of
these �gures. In 1877 there was a devastating famine
in India (Plate 6). It is well known [e.g., Quinn,
1992] that there was a very strong El Ni~no in that
year; this is apparent in Plate 2b, where the warm
anomaly reaches a maximum of 3.6oC. As in 1868,
the Indian Ocean is well sampled, but this time there
is some data in the equatorial Paci�c cold tongue re-
gion (near 130oW). The simulated analysis (Plate 2c)
reconstructs the moderate 1986 El Ni~no; di�erences
with the NCEP OI (Plate 2e) are generally small in
amplitude and areal extent. The coverage in 1918 is
among the very poorest in the record. The 1918 anal-
ysis (Plate 3b) indicates a strong event [cf. Quinn,
1992] but is rather featureless away from the eastern
equatorial Paci�c, which did have some data (see Plate
3a). It is hard to believe this unusual global pattern,
but the simulation (Plate 3c) does do quite a credi-
ble job of reconstructing the interesting warm patterns
of the non-El Ni~no year of 1990 (compare Plates 3d
and 3e). The 1941 analysis (Plate 4b) depicts the
well-known strong event of that poorly covered war
year. It suggests that the warm anomaly was unusu-
ally broad and the western North Paci�c was unusu-
ally cold. Both OS analyses of the mammoth 1982 El
Ni~no (Plates 4c and 4d) extend the warm region far-
ther to the west than the NCEP OI analysis (Plates
4e and 4f).

Plate 5 pairs the poorly observed 1942 ENSO cold
event [Kiladis and Diaz, 1989] with the relatively well
observed cold event of 1988. According to the OS
analysis (Plate 5b) the 1942 event was comparable in
strength to the recent one. Again, the simulated OS
analysis is quite close to the full OS (Plates 5c and 5d).
The OS analyses are similar to the NCEP OI with
one important exception: their version of the equato-
rial cold tongue is markedly warmer in the grid boxes
between 5oN and 5oS, 105oW and 135oW (Plates 5e
and 5f).

This discrepancy is much like that for May 1988
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considered by Smith et al. [1996]; see their Figures
5 and 7. The covariance structure in our analysis,
which is derived entirely from ship reports, does not
have enough information in the vicinity of the equator
and 125oW to appreciate that the temperatures there
should be related to those to the east and west not the
north and south; it has insu�cient knowledge of the
structure of the equatorial cold tongue. The Smith et

al. [1996] covariance, being built from the NCEP OI,
has been educated by the TOGA TAO moorings at
125oW and 110oW to know the strength and narrow
meridional scale of the cold tongue. Note that the rms
di�erence of our analyses from the NCEP OI (Fig-
ure 5) has a steady rise in the eastern equatorial Pa-
ci�c when the number of EOFs used increases. Thus
the analysis believes more and more details of our es-
timated covariance structure, which unfortunately is
de�cient in this region.

Figure 8 shows the averaged SST anomaly over the
10o�10o box centered at 0o, 125oW from NCEP OI,
Smith et al. [1996], our OS, and GOSTA. For OS and
Smith et al. [1996] the correlation for 1950 to 1991
is 0.91. The correlation between OS and the NCEP
OI is 0.92, while the correlation between Smith et al.
and NCEP OI is 0.96. These are all quite close, but
the OS is late with the rapid SST rise in 1982 and late
with the rapid decline in 1988.

To check our understanding of the problem, we
redo our analysis replacing the ship observations from
1982-1991 with the NCEP OI analysis in the con-
struction of the covariance matrix. (We di�er from
Smith et al. [1996] in continuing to use data from
1951 to 1981. Though the NCEP OI is of exception-
ally high quality, we regard the period after 1981 to
be too unusual to use as the sole basis for a long-
term analysis. It does not provide a set of patterns
and a distribution of variance representative of long-
term variability.) The result for this \new" optimal
smoother (OSn) analysis is shown in Figure 8 as the
dashed-dotted curve. Agreement is improved for the
1982 and 1988 periods. Figure 9 shows the NCEP OI,
Smith et al., original OS, and OSn analyses for May
1988 [cf. Smith et al., 1996, Figure 5]. The OSn anal-
ysis produces a sharper cold tongue than the original
OS, bringing it closer to the NCEP OI. Like the Smith
et al. [1996] �eld, it is not as intense as the NCEP
OI.

While producing the OSn analysis was very use-
ful for our interpretation of the actual analysis error
in the vicinity of 0o, 125oW, it posed the additional
problem of estimating EOFs from an inhomogenous

sample. Since we are yet to address this problem ad-
equately, we do not feel comfortable enough with the
OSn analysis to use it instead of the OS as our stan-
dard product. This problem of obtaining reliable pat-
tern sets from nonuniform samples will be addressed
in our future work.

The withheld data experiments in Plates 1 to 5 are
compromised by the fact that data from the veri�ca-
tion period was also used in estimating the covariance
matrix in the initial stage of the analysis. This di�-
culty is not easily overcome; the data from 1982-1991
is needed in the covariance estimation to connect the
tropics and midlatitudes. It is also needed for veri-
�cation because in the presatellite era, there are no
estimates of global SST comparable in quality to the
NCEP OI �elds. So it is di�cult to make an unequiv-
ocal conclusion from veri�cations before 1980.

To test the analysis for a period not used in esti-
mating the covariance structures, we carried out ad-
ditional experiments as follows: the NCEP OI SST
�elds from January 1992 to July 1996 were chosen
as the \true" solution. These \true" data were re-
sampled and corrupted by noise according to the data
availability and our estimates of observational error
for a certain period in the past. Then the results of
the analysis were compared with the NCEP OI solu-
tion. In the �rst experiment we used the data mask of
8 years earlier (so that the data of 1994 was resampled
according to data availability in 1986), and in the sec-
ond experiment it was taken 76 years earlier (so that
1994 was resampled as if it was 1918).

With the 8 year shift, the rms of the simulated ob-
servational error is 0.35oC, and the rms di�erence of
the OS and the NCEP OI analyses is 0.37oC. Most
of this is the portion of the NCEP OI solution which
does not project onto the 80 EOF patterns used in
our analysis; the di�erence of the OS solution and
the projection of the NCEP OI solution on the set of
EOFs is 0.11oC. In good agreement with this num-
ber, our theoretical estimate of the large-scale error in
OS is 0.08oC. For the second experiment (1916-1920
sampling) the rms error for available observations is
0.74oC, and there are many locations where the SST is
not observed at all. The rms deviation of the OS from
the NCEP OI is now 0.48oC, and its deviation from
the NCEP OI projected onto 80 EOFs is 0.31oC. The
last number is consistent with the theoretical error es-
timate, 0.28oC. For comparison, a similar experiment
for the GOSTA data from the period 1984{1988, re-
sampled and corrupted to simulate 1916{1920, gave
rms di�erences of 0.45o and 0.33oC for the full- and
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large-scale only NCEP OI �elds. (The theoretical er-
ror depends only on the sampling and so is the same
as in the 1990s case.) Overlap with the period used
in the covariance estimate made little di�erence in the
result.

The years 1992-1996 are outside the period used in
constructing the covariance estimate and are marked
by strikingly di�erent behavior. Thus these experi-
ments demonstrate that even with limited data the re-
duced space OS is able to reconstruct the global SST
in a period when the covariance structure is di�erent
from the one used by the analysis procedure.

6. Veri�cation Against Independent
Point Observations

Figure 10 plots the OS analysis at Tarawa, together
with 3� error bars; also shown is the GOSTA prod-
uct and the proxy series from corals [Cole et al., 1993].
The OS is an obvious improvement on GOSTA, which
clearly can have large errors at times when the sam-
pling is sparse. Values are often very far from the
coral proxy values; moreover, at some of these times
the GOSTA values are outliers (values beyond the
limits of any of the well-sampled times). This alone
makes it unlikely that they are real, but in addition,
it is di�cult to imagine a plausible physical scenario
that would permit such values; what possible source
could there be for such cold waters at Tarawa? We did
comparisons with other coral time series as well, but
they raised enough interesting issues about the inter-
pretation of the proxy records to warrant a separate
report.

In Figure 11 we compare the GOSTA and OS SST
products to air temperature measurements at nearby
land boxes from the compilation of Jones [1994]. The
land measurements are not SST and may have prob-
lems of their own [e.g., Parker, 1994], so the corre-
lation need not be high everywhere even if the SST
products were perfect. All curves are distributions
of time correlation coe�cients over the set of points
used in the comparisons. The dashed curve is for
the GOSTA product, and the solid curve is for the
OS analysis but only over the set of grid points and
times where GOSTA data is available. The di�erence
between the two shows that the OS improves on the
GOSTA even when observations are available. The
dashed-dotted curve is for the OS analysis at points
where GOSTA data is not available, generally in the
nineteenth century. It is not surprising that it is not
as good as for points where there are observations,

and it is encouraging that it is only marginally below
the GOSTA values.

7. SST Indices

Figure 12 shows time series of some standard SST
indices based on the OS analysis. The GOSTA ver-
sion, shown for comparison, is again questionable
when the number of observations is very small. The
error bars on the OS values are generally quite tight,
except for the period before about 1870 and during the
World Wars. The nineteenth century Paci�c indices
have large uncertainties.

Evidence as to the quality of these series is o�ered
in Figure 13, which gives the rms di�erences of the
indices of Figure 12 between GOSTA and NCEP OI
(dots) and between the OS analyses and the NCEP
OI (open circles) for 1982-1991, together with the es-
timated 2� error bar. Also shown is the di�erence
between Smith et al. [1996] and the NCEP OI (star).
In addition to the full GOSTA and OS using all avail-
able ship data for 1982-1991, we show the �ve simu-
lated GOSTA and OS analyses of Plates 1-5 in which
the data is sampled to match the data availability in
those �ve poorly observed periods. The results indi-
cate that even in poorly sampled times the variability
in these indices is captured in our OS analysis. Only
the 1860s case is markedly worse than the full cover-
age case. In contrast, the GOSTA values are typically
quite poor in all but the well-sampled modern period.

The indices are averages over large areas, which
serve to reduce sampling error. With this in mind,
it is somewhat disconcerting that the disagreements
(notably including Smith et al. [1996] versus NCEP
OI) are as large as they are. Although our error bars
almost always cross zero, indicating that the di�er-
ences are within expected 95% error limits, we believe
that these di�erences are due less to observational and
sampling error than to di�erences in the covariance
structures assumed in the di�erent analyses. This is-
sue was discussed in section 4; Figure 13 shows that
its inuence on area averages is not trivial.

There is no independent data that allows a straight-
forward validation of these series. However, they were
chosen because they are thought to have some impor-
tance in larger patterns of climate variability, which
provides some possibilities for indirect veri�cation.
Plate 6 shows a histogram of all-India rainfall index
[Sontakke et al., 1993], with the bars color coded ac-
cording to NINO3. The well known, strong but imper-
fect connection between the two is obvious: El Ni~no
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years (warm NINO3) tend to be poor rainfall years.
The relation breaks down in the 1850s and early 1860s,
perhaps because of data problems, but recovers in the
still data sparse 1870s. In particular, the analysis cap-
tures the very strong El Ni~no event of 1877, which was
associated with drought and terrible famine in India.

The OS NINO3 was checked against the Quinn

[1992] list of El Ni~no events, which is based on a
variety of land-based, historical factors known to be
associated with El Ni~no. Our NINO3 identi�es 28 of
the 37 events listed by Quinn as occurring after 1856,
and the magnitude of the events are in good agree-
ment. All nine mismatches are events rated moderate
by Quinn, with �ve of the nine occurring before 1875;
the most recent is in 1943. The relation is strong but
not perfect; since the two are not di�erent measures
of exactly the same thing, it is hard to say how tight
the relation should be [cf. Smith et al., 1994]. Kiladis
and Diaz [1989] list both cold and warm events; again,
qualitative agreement is good.

We also compared our OS analysis NINO3 values
with another long-lived ENSO index, sea level pres-
sure at Darwin. For annual values their correlation
is 0.89 for the 40 years 1951{1990, and for 1911{1950
(1888{1911) it is 0.80 (0.84). Since the 95% con�-
dence limit for 40 years of data falls at 0.80, we con-
clude that there is no signi�cant change resulting from
either changes in data quality or genuine nonstation-
arity in the climate system.

Figure 14 shows the global average SST, together
with global land surface temperature. The curves
(smoothed by a �ve-year running mean �lter) track
closely through the twentieth century, which is reas-
suring. While there is no reason for them to be identi-
cal, it is di�cult to envision a plausible physical sce-
nario that would let them be strikingly di�erent for
very long. Thus, aws in the data are the likely cause
for the disparity between them in the nineteenth cen-
tury. When this di�erence has been noted in the past,
it was often attributed in part to sampling problems in
the SST observations [Houghton et al., 1995, and ref-
erences therein]. In the twentieth century there is no
20 year period where the di�erence between our anal-
ysis and Hansen et al. [1996] data exceeds the two
standard deviation level of the monthly errors. For
the period from 1880-1899 the di�erence between the
two data sets is 0.24oC which is more than seven stan-
dard deviations. The di�erence between our analysis
and Jones [1994] data are even larger for 1880-1899
and keeps exceeding the two standard deviation level
for 1900-1919. There are some important di�erences

between the two land data sets [Jones et al., 1991],
but both indicate that the oceans were warmer than
the land before 1900 by an amount unlikely to be due
to sampling errors.

8. Discussion

Parker et al. [1995, p. 597] state \. . . a de-
sirable goal would be to combine the optimum inter-
polation method as currently practiced [Reynolds and
Smith, 1994] with the eigenvector interpolation tech-
nique." The work reported here meets this goal. It
might be said to exceed it in that our optimal tech-
niques are more sophisticated than current practice.
We use eigenvectors (EOFs) as the basis functions for
statistical estimation procedures where space time co-
variance information is derived from data rather than
ad hoc formulations.

Global analyses of monthly sea surface temper-
ature (SST) anomalies from 1856 to 1991 are pro-
duced using three statistically based methods: optimal
smoothing (OS), the Kalman �lter (KF) and optimal
interpolation (OI). The development of these methods
and their application to the Atlantic were described
in some detail in a previous paper by Kaplan et al.

[1997] (K97). In theory all these methods are \opti-
mal" linear estimates, giving the best estimate using
observational information at the present time (OI), or
at present and all past times (KF), or at all times,
past, present, and future (OS). Each method is ac-
companied by estimates of the error covariance of the
analyzed �elds. We have taken pains to verify that
these error estimates do reect the actual analysis er-
rors.

In order to generate an analysis that is better than
the input data all these methods add structural in-
formation about the �elds and the observations. OI
requires the spatial covariances of the SST �eld itself
and of the observational errors. The OS and KF pro-
cedures are usually built on a time dependent physi-
cal model; here we replace it with a statistical model
which requires the SST covariances at a 1 month time
lag. The required spatial and lag-one covariance func-
tions are estimated from the available data; our proce-
dures are described briey here and in detail by K97.
The limited length of the time series and their serial
correlations guarantees that the global covariance ma-
trix estimated from data cannot be of full rank. The
situation is still worse, since much of the time-space
grid is observed inaccurately or not at all. Our proce-
dure concedes this point and aims only to capture the
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covariance of the major features of the global �elds in
a matrix of low rank (relative to the dimension of the
full spatial grid). Presumably these are the features
of greatest interest for climate studies.

The methods would be truly \optimal" only if the
true covariances were perfectly known. Still, since
the covariances estimates are reasonable and likely
to be decent approximations at least for the major
features, one may reasonably expect substantial im-
provement over the raw GOSTA data that is our in-
put. We o�ered considerable evidence to this e�ect,
including comparisons to withheld data and to inde-
pendent records from coastal and island stations and
from coral proxies. We also showed a number of in-
stances when the GOSTA products give implausible
values even for averages over large areas.

Unrealistic values can also arise in analyses derived
from projection of the data onto EOFs (such as Smith
et al. [1996] and Shriver and O'Brien [1995]; see K97
for a discussion of the small di�erences between their
versions and ours). This happens only at times when
the data is too sparse to determine the full set of EOF
amplitudes, and they are to some extent set by the
vagaries of the noise in the observations. When data
coverage is adequate (which includes most of the pe-
riod over which the cited authors studied), the projec-
tion method results are comparable to OI.

These impacts of sparse data particularly a�ect
the climatically important tropical Paci�c, which is
poorly observed at almost all times prior to about
1955. For example, the trend in NINO3.4 (mean SST
for the eastern Paci�c area 5oS{5oN, 170o{120oW)
from 1900 to 1991 calculated from our OS analysis
is actually negative (-0.3oC/100 years) and is sig-
ni�cantly di�erent at the 95% level from the global
warming in SST of 0.4oC/100 years. This di�er-
ence is consistent with a previously proposed theory
[Clement et al., 1996; Sun and Liu, 1996; Neelin and

Dykstra, 1995] and has potential importance in the
global warming debate [Cane et al., 1997]. However,
the trend derived from the GOSTA product, which
is 0.3oC/100 years and has greater uncertainty due
to the higher noise level in the data, is not signi�-
cantly di�erent at the 95% level from either the mean
global warming or the OS NINO3.4 cooling. All these
trends are calculated by a least squares �t. In view
of the high noise level in the GOSTA values we recal-
culated them with the far more robust Sen slope test
[e.g., Gilbert, 1987] in which one computes the slope
between all pairs of points in the data sample and es-
timates the overall trend to be the median value. The

OS NINO3.4 trend barely changed (by 0.02, though
the error bars tightened), but the GOSTA trend is now
only 0.04oC/100 years, which is signi�cantly di�erent
from the mean global warming in this period.

We also calculated the trend by sampling the OS-
analyzed �elds according to the GOSTA coverage.
The median trends came out to be -0.08oC/100 years,
and we conclude that the discrepancy between the OS
and GOSTA values are primarily due to the incom-
plete sampling of the latter.

Plates 1-5 are striking examples from the nine-
teenth century and the periods of the WorldWars (and
the 1918 inuenza pandemic) of the remarkable ability
of these methods to reconstruct the major features of
the global SST �eld from very sparse data. In addi-
tion to verifying the analyses by applying these data
distributions to a well-sampled modern period, we of-
fered some indirect evidence, such as ENSO e�ects,
that these reconstructions are probably correct. How-
ever, the rather large error bars at those times sound
a properly cautionary note.

These veri�cations do not answer all possible crit-
icisms. The test with modern data is not proof
against nonstationarity in the covariance structure.
The methods glean information about structure from
the recent data record and then �ll gaps by presum-
ing that missing information bears the same structural
relation to what data there is. If the structures were
truly di�erent in the nineteenth century, then it fails
and the error estimates fail. For example, we justi�ed
early values of NINO3 by their apparent agreement
with all-India rainfall (Plate 6), but in those years the
schemes �ll the eastern Paci�c in good measure on
the basis of the relatively well observed Indian Ocean
(namely Plate 1). This fails if the Paci�c-Indian con-
nection was structurally di�erent in the nineteenth
century. Note that the method assumes that the dom-
inant structures were dominant for all times but not
that their amplitudes are unchanging. This is a mod-
eling assumption in these methods, and we regard it
as the most plausible way to �ll holes and certainly
superior to not �lling them at all. The latter falls fur-
ther short of optimal than does our use of somewhat
incorrect covariance structures and so is more likely
to mislead. At the same time, it is essential to pay
attention to error estimates and to keep in mind that
with very little data, very little can be known with
certainty.

The analysis of the 1988 cold event is a telling ex-
ample of another problem due to limited data cov-
erage, one stemming from the inability to de�ne an
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adequate climatology of variability. The TOGA TAO
array allows the cold tongue to be de�ned as a narrow
structure, whereas the sparse coverage from ship re-
ports provides only a fuzzy view. Never having seen
such a thing, our procedures are powerless to repro-
duce it. We �xed the problem by making sure the pro-
cedure learned about this structure, but other struc-
tures (small scale but vigorous coastal phenomena as
a probable example) may be missed because they were
never observed. This episode points to the wisdom of
Smith et al. [1996] in extracting structural informa-
tion from the very recent past when the ship data is
augmented by remote sensing and by research mea-
surements such as TOGA TAO. However, while the
projection methods (\eigenvector interpolation" in the
language of Parker et al. [1995]) use only structural
information, the optimal schemes also need to know
the relative likelihood of the di�erent structures. We
felt it would be dangerous to take the highly anoma-
lous 1980s and 1990s as representative of long term
statistics and so blended the recent era with the pre-
sumably more representative 1950-1980 period. This
issue clearly requires further investigation.

A serious shortcoming of these methods is their as-
sumption that the data is unbiased. We know that the
data is subject to biases over time as observational
methods changed, and despite ingenious and tenacious
attempts to remove them [Parker et al., 1995], some
doubts remain. While we discern no problems in the
twentieth century record, comparison of the long-term
trend in the global mean SST with land-based surface
temperature suggests that values before 1900 have a
small positive bias. This has been noted by others [cf.
Houghton et al., 1995] and is usually attributed to
sampling problems. Our error estimates indicate that
this is not likely to be large enough to account for
the di�erence with land values, leaving measurement
bias as the likely explanation. We suspect the SSTs
are at fault, but the land-based observations are not
problem free [Parker, 1994]. It is also possible that
nonstationarities in the climate system such as changes
in atmospheric circulation are responsible [Houghton
et al., 1995].

Finally, we note that even for the relatively well
sampled 1982-1991 period the di�erences among state-
of-the-art analysis products [Smith et al., 1996; Reynolds
and Smith, 1994; this study] are about 0.3oC on av-
erage. A cooperative e�ort among all analysis groups
is needed to understand the reasons for such large dif-
ferences.
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Figure 1. Comparison of other analysis products with the optimal smoother (OS) analysis. (a) Projection (P),
(b) optimal interpolation (OI), and (c) Kalman �lter (KF). Each panel shows the root-mean-square (rms) di�erence
(oC) with the OS analysis averaged over the entire analysis period, 1856-1991.

Figure 2. Time series of global rms di�erences with the OS analysis. P (solid curve), OI (dashed curve), KF
(dashed-dotted curve), and G, the Global Ocean Surface Temperature Atlas (GOSTA) compilation (dotted curve).
The GOSTA is averaged only over the points where there is data.

Figure 3. Di�ering numbers of empirical orthogonal functions (EOFs). Temporally averaged (1856-1991) rms
di�erence (oC) between the L =80 EOF (75% of the variance) OS product and the OS products with (a) L =15
(44%), (b) L =40 (62%), (c) L =60 (70%), and (d) L =120 (82%).

Figure 4. Di�ering numbers of EOFs. Global rms di�erence between the L =80 EOF OS product and the OS
products with (a) L =15 (solid curve), (b) L =40 (dashed curve), (c) L =60 (dashed-dotted curve), and (d) L =120
(dotted curve).

Figure 5. Temporally averaged (1982-1991) rms di�erence (oC) between the NCEP OI product and the OS
products, (a) 40 EOFs, (b) 60 EOFs, (c) 80 EOFs, and (d) 120 EOFs.

Figure 6. The rms di�erences (oC) for 1982-1991 between (a) OS and GOSTA, (b) OS and Smith et al. [1996], (c)
OS and NCEP OI, and (d) Smith et al. [1996] and NCEP OI. (e) The estimated OS error for the period 1982-1991
at the scale of the analysis, i.e., smoothed to 80 EOFs. (f) The estimated OS error due to the truncation; it is the
variance in the EOFs beyond L =80.

Figure 7. The rms di�erences (oC) with the NCEP OI analysis for the period 1982-1991 in the Atlantic. (a)
Atlantic OS analysis as by Kaplan et al. [1997] (K97), (b) Atlantic OS analysis as by K97 with data withheld in
the shaded region, (c) global OS analysis, and (d) global OS analysis with data withheld in the shaded region.

Figure 8. The sea surface temperature (SST) anomaly (oC) averaged over the 10o�10o box centered at 0o, 125oW
from NCEP OI (thick solid curve), Smith et al. [1996] (dashed curve), OS (thin solid curve), and GOSTA (circles).
Also shown is the \new" OS (OSn) analysis (dashed-dotted curve) based on a covariance that includes the NCEP
OI for the period 1982-1991 (see text).

Plate 1. Analysis for December 1868 and its veri�cation through the experiment with 1991 data. Simulated OS
analysis for December 1991 using the data distribution of 1868 versus the standard OS analysis for December 1991
with all GOSTA data. (a) GOSTA observations for December 1868; (b) the OS analysis for December 1868; (c)
simulated OS analysis for December 1991 using data distribution of 1868 (see text for details); (d) OS analysis for
December 1991; (e) simulated OS minus NCEP OI analysis, December 1991; (f) full OS minus NCEP OI analysis,
December 1991; (g) estimated error in simulated OS analysis, December 1991; and (h) estimated error in full OS
analysis, December 1991. Units are degrees Celsius.

Plate 2. Same as Plate 1, but for December 1877 veri�ed by December 1986.

Plate 3. Same as Plate 1, but for December 1918 veri�ed by December 1990.

Plate 4. Same as Plate 1, but for December 1941 veri�ed by December 1982.

Plate 5. Same as Plate 1, but for December 1942 veri�ed by December 1988.
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Figure 9. Analyses of SST (oC) for the cold (La Ni~na) month of May 1988. (a) NCEP OI, (b) Smith et al. [1996],
(c) OS, and (d) OSn.

Figure 10. Comparison of ship-derived products with the coral-based proxy record from Tarawa atoll [Cole et al.,
1993]. The dashed curve is the proxy record, the solid curve is the OS analysis, and the dotted curves are 3� error
bars (99.7% con�dence limits). The circles are the GOSTA values.

Figure 11. Comparison of SSTs with adjacent land values (1856-1991). All curves are distributions of correlation
coe�cients in time over the set of points used in the comparisons. The dashed curve is for the GOSTA product,
and the solid curve is for the OS analysis, but only over the set of grid points and times where GOSTA data is
available. The dashed-dotted curve is for the OS analysis at points where GOSTA data is not available, generally
in the nineteenth century.

Figure 12. Time series of some SST indices derived from the OS product (dark curve), with 3� error bars
(light curves); the GOSTA product is also shown (dots). The indices are area-averaged SST anomalies: NA,
North Atlantic (35o-60oN, 60oW-0o); NP, North Paci�c (30o-50oN, 150oE-120oW); NINO3 (5oS-5oN, 150o-90oW);
NINO3.4 (5oS-5oN, 170o-120oW); GEq, global equator, (5oS-5oN); and GL, global, (30oS-60oN).

Figure 13. Di�erences from the NCEP OI values of SST indices derived from OS products (open circles), GOSTA
(dots), and Smith et al. [1996] (star). From left to right are the full OS and GOSTA products (all data from
1982-1991), the Smith et al. [1996] analysis, and �ve simulated OS analyses of Plates 1-5: data masks of 1859-1868,
1873-1882, 1910-1919, 1941-1950, and 1936-1945. The vertical line connected to each OS circle indicates the 2�
error bar. The indices are area-averaged SST anomalies as in Figure 12.

Figure 14. Time series of various global temperature estimates (�ve-year running means). SST from our OS
analysis (thick solid curve), GOSTA SST (curve with dots), COADS SST (curve with circles), and land temperatures
from Hansen et al. [1996] (dashed curve) and Jones [1994] (dashed-dotted curve). The di�erences in the nineteenth
century contrast with the consistency in the twentieth century. The corrections in GOSTA largely account for its
di�erences with COADS.

Plate 6. All-India rainfall 1856{1991 [Sontakke et al., 1993]. The bars are color coded to indicate the strength of
the annual OS SST anomaly (oC) in the NINO3 area.
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(a) GOSTA observations: Dec 1877 (b) Full OS: Dec 1877
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(a) GOSTA observations: Dec 1918 (b) Full OS: Dec 1918
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(a) GOSTA observations: Dec 1941 (b) Full OS: Dec 1941
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(c) Simulated OS: Dec 1982 (d) Full OS: Dec 1982
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(a) GOSTA observations: Dec 1942 (b) Full OS: Dec 1942
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(a) P{OS
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(a) OS80{OS15 (b) OS80{OS40
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(a) NCEP OI{OS40 (b) NCEP OI{OS60
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(a) OS{GOSTA (b) OS{Smith et al
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(c) OS{NCEP OI (d) NCEP OI{Smith et al
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(e) Large-scale estimated error (f) Small-scale estimated error

90˚E 180˚W 90˚W 0˚

90
˚S

90
˚N

0.04

0.04
0.04

0.06 0.06

0.06 0.06

0.06

0.06
0.08

0.08
0.08

0.08

0.08

0.1 0.1
0.1

0.1

0.1
0.12 0.12

90˚E 180˚W 90˚W 0˚
Longitude

90
˚S

90
˚N

La
tit

ud
e

0.25
0.25

0.3

0.3
0.3

0.3
0.3

0.35

0.35

0.35

0.35 0.35

0.35

0.35

0.4

0.4 0.4

0.40.450.50.55

Figure 6.



(a) NCEP OI{OS (b) NCEP OI{OS
Full Atlantic Full Atlantic{area withheld
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(a) NCEP OI: May 1988 (b) Smith et al: May 1988
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